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ABSTRACT 
T o  explain the long-term persistence of polymorphic alleles (trans-specific polymorphism) at  the 

major histocompatibility complex  (MHC) loci in rodents  and  primates, a computer simulation study 
was conducted  about  the coalescence time of different alleles sampled under various forms of selection. 
At the same time,  average heterozygosity, the  number of alleles in a  sample, and  the  rate of codon 
substitution  were examined  to explain the mechanism of maintenance of polymorphism at  the MHC 
loci. The results obtained  are as follows. (1) The coalescence time for  neutral alleles is too  short  to 
explain the trans-specific polymorphism at  the  MHC loci. (2) Under  overdominant selection, the 
coalescence time can be tens of millions of years, depending on the  parameter values used. The 
average heterozygosity and  the  number of alleles observed are also high enough  to explain MHC 
polymorphism. (3) The pathogen  adaptation model  proposed by Snell is incapable of explaining  MHC 
polymorphism, since the coalescence time for this model is too  short  and  the  expected heterozygosity 
and  the  expected  number of alleles are  too small. (4) From the mathematical  point  of view, the 
minority advantage model of frequency-dependent selection is capable  of  explaining  a high degree of 
polymorphism and trans-specific polymorphism. (5) The molecular mimicry hypothesis also gives a 
sufficiently long coalescence time when the mutation rate is  low  in the host but very high in the 
parasite.  However, the  expected heterozygosity and  the  expected  number of alleles tend  to be too 
small. (6) Consideration  of the molecular mechanism of the function  of MHC molecules and  other 
biological observations suggest that  the most important  factor  for  the maintenance of MHC polymor- 
phism is overdominant selection.  However,  some experiments  are necessary to distinguish between 
the  overdominance  and  frequency-dependent selection hypotheses. 

T HE mechanism of maintenance of polymorphism 
at  the major histocompatibility complex (MHC) 

loci has been debated  for  more  than two decades, yet 
no consensus has been reached. Polymorphism at  the 
MHC loci is extraordinary in several respects, and any 
theory of MHC polymorphism must be  able to explain 
the following observations: (1) The level  of polymor- 
phism is extremely  high, the heterozygosity in humans 
and mice being about  80-90% (KLEIN 1986). (2) Some 
pairs of polymorphic alleles appear  to have coexisted 
in the population at least for  ten million years, because 
they are  shared by several species of  mice and rats 
(MCCONNELL et al. 1988; FIGUEROA, GUNTHER and 
KLEIN 1,988) and humans and chimpanzees (LAWLOR 
et al. 1988; MAYER et al. 1988).  (3) The number of 
amino acid differences between two alleles  in a species 
is very high,  amounting  up  to 20% (KLEIN and FIGU- 
EROA 1986). (4) In  the antigen-recognition site of the 
MHC genes,  the rate of nonsynonymous (amino acid 
altering)  nucleotide  substitution is considerably higher 
than  that of synonymous substitution (HUGHES and 
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NEI 1988,  1989). Using the results of M A R ~ Y A M A  and 
NEI’S (1981) study of polymorphism and codon sub- 
stitution (see also NEI and ROYCHOUDHURY 1973), 
HUGHES and NEI (1988)  pointed  out  that all these 
observations can  be  explained by overdominant selec- 
tion in the presence of a  normal rate of mutation. 
This  and  other considerations led them to conclude 
that  the high degree of MHC polymorphism is mainly 
caused by overdominant selection. 

However, HUGHES and NEI’S conclusion is partly 
based on conjectures  derived  from MARUYAMA and 
NEI’S study. MARUYAMA and NEI certainly showed 
that,  under  overdominant selection, the level of het- 
erozygosity increases enormously and  the  rate of co- 
don substitution is enhanced considerably compared 
with the  neutral level, but they did  not  examine the 
persistence of polymorphic alleles quantitatively.  Fur- 
thermore, HUGHES and NEI’S argument against an 
alternative hypothesis of frequency-dependent selec- 
tion is also based on  conjectures. It is therefore nec- 
essary to study these  problems  quantitatively and ex- 
amine  whether all the  four observations mentioned 
above can be  explained most  easily by the  overdomi- 
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FIGURE 1 .-Allelic genealogies for  overdominant alleles. These 
genealogies  were obtained by computer simulation. The - symbol 
denotes  the  occurrence of a mutation. (A) N = 100, M = 0.04, Ns 
= 33. (B) N = 200, M = 0.004, Ns = 100. 

nance hypothesis. The purpose of this paper is to 
study these problems. 

GENE  GENEALOGY  AND  ALLELIC  GENEALOGY 

The time of persistence of neutral genes can be 
studied by using the theory of coalescence time, i .e. ,  
the time at which n sampled genes from  a locus 
converge  to  a single ancestral gene. The mean ( t )  of 
this coalescence time ( t )  in a  randomly  mating  popu- 
lation is given by 

- 
t = 4Nl( 1 - l/n) generations, (1) 

where  N is the effective population size (KINGMAN 
1982; TAJIMA 1983; TAKAHATA and NEI 1985). Thus, 
two randomly chosen genes are expected to have 
diverged 2N generations  ago.  When  N is large, this is 
a long time, and  the two genes may have accumulated 
an appreciable  number of mutational  differences if 
the  gene consists  of a  large  number of nucleotides. 
When the  population size is small or when the  length 
of the gene is short,  however, two randomly chosen 
genes may have the same nucleotide  sequence and 
thus may have remained as the same allele. 

In  experimental studies, however, investigators are 
interested in the time of divergence between different 
alleles rather  than  that between randomly chosen 
genes. That is, what is important  here is not  the history 
of randomly chosen genes (gene genealogy) but  the 
history of different alleles (allelic genealogy). Ob- 
viously, the history of different alleles starts  from the 
time when a  mutant allele was derived  from the oldest 
allele existing in the population.  Figure  1 A shows one 
example of  allelic genealogy generated by a  computer 
simulation. In this case, allele 1 diverged  from allele 
3 by a single mutation about  54.8N  generations  ago 
and later  produced allele 2 by another mutation about 
9.6N generations  ago.  However, the allelic difference 
is not always by a single mutation.  For  example, allele 
1 and allele 3 are  different by 5  mutations. This occurs 
either because the  intermediate alleles have been lost 

from  the population or because they are not  included 
in the sample. 

At any rate, what is important  for biologists is the 
coalescence time of the alleles sampled rather  than 
that of the randomly sampled genes.  Unfortunately, 
the mathematical formulation of allelic genealogy 
seems to be more difficult than  that of gene genealogy. 
Particularly, in the presence of selection this problem 
is quite complicated. We therefore decided to study 
the-  problem by using computer simulation. 

In  the following we consider two different measures 
of  allelic divergence. One is the coalescence time of 
the alleles sampled ( T J ,  and  the  other  the average 
divergence  time between different alleles for all pair- 
wise comparisons ( T d ) .  In addition to these  quantities, 
we will also consider heterozygosity ( H ) ,  the  number 
of alleles present in the sample (n,), and  the  rate of 
codon  substitution per locus per  generation (a). 

OVERDOMINANT  SELECTION 

Methods of computer  simulation 
Computer simulation was conducted by considering 

a diploid population of effective size N under  the 
assumption of random mating.  In each generation, 
mutation was introduced,  and  2N genes were chosen 
at  random  after selection. Mutation was introduced 
at a rate of v per  gene  per  generation  and was assumed 
to  produce new alleles which were always different 
from  the existing ones. In practice, we considered the 
infinite-site model of mutation  without  recombination 
(KIMURA 197  1; WATTERSON 1975)  and assumed that 
all mutations  occur at  different sites (codon or nucleo- 
tide sites). Selection and  samplhg of genes were con- 
ducted  at  the same time. In each generation, we chose 
two genes at  random with replacement  from the pa- 
rental  gene pool to  form  a zygote, and this zygote was 
subjected to selection with a given probability ( p ) ,  
which depended  on  the selection scheme. We first 
generated  a  uniform  random  number x, and if x < p ,  
the zygote was chosen to be  a  member of the  next 
generation; otherwise it was discarded. We repeated 
this process until N zygotes were chosen. In  the case 
of overdominant selection, symmetric overdominance 
was our main concern,  but asymmetric overdomi- 
nance was also considered. 

Under symmetric overdominance, the p value as- 
signed to each homozygote was 0.5, whereas the p 
value for  heterozygotes was (1 + a)/2 (0 6 a d 1). 
Thus,  the relative fitnesses of homozygotes and het- 
erozygotes were  1 - s and  1, respectively, where s = 
a/(l + a). All heterozygotes  had the same fitness. 

T o  reconstruct  the genealogical relationships of 
alleles sampled from  the  extant  population, we re- 
corded  the  time of occurrence of each mutant allele 
and its parental allele. Each allele was specified by two 
vectors. One vector (U) was for  keeping the genea- 
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logical relationships of alleles, and  the  other (V) was 
for  recording  the times when the mutations  occurred. 
The first vector was initially set as U = (O,O, . . .), and 
as  mutation  occurred, each element of the vector 
assumed some number.  Let us illustrate this process 
considering  the six alleles presented in Figure 1A. In 
this particular simulation the six alleles had the follow- 
ing U vectors. 

Allele 1 (1,  1,  6, 0, 0, 0), 
Allele 2 (1,  1,  6,  4, 0, 0), 
Allele 3 (1,  2, 4, 2, 0, O), 
Allele 4 (1, 2, 4, 2, 2, O), 
Allele 5 (1, 2, 4,  2, 3 ,  O), 
Allele 6 (1,  2,  4, 2,  1, 1). 

The vector for allele 1 indicates that this allele expe- 
rienced  a series of mutational  changes  from the com- 
mon ancestral allele (O,O,O, . . .) through ( 1  ,O,O, . . .), 
(1,1,0, . . .) and  (1,1,6,0, . . .). The number  for each 
element of this vector represents  the  order  at which a 
particular  mutation  occurred in a  parental allele. For 
example, (1 ,O,O,  . . .) is the first mutant  that was 
derived  from (O,O,O, . . .), (1,1,6,0, . . . .) is the sixth 
mutant  derived  from  (1 , l  ,0, . . .), and so on. (The first 
five mutant alleles from (1,l , O  . . .) were lost from  the 
population  before allele (1,1,6, . . .) was incorporated.) 
Thus, alleles 1 and 2 have one mutational  difference, 
whereas alleles I and 3 have five mutational  differ- 
ences. The reason for the 5  mutational  differences 
between alleles 1 and 3 is as follows. First, the  numbers 
1 and 2 in the second element of the vectors for alleles 
1 and 3 indicate two mutational  differences, whereas 
the numbers  6 and 4 in the  third  element  for alleles 
I and 3 indicate two mutational differences. Similarly, 
the numbers 0 and 2 in the  fourth  element for alleles 
1 and 3 indicate one  mutational  difference. There- 
fore,  the sum of all mutational  differences is 5 (see 
Figure 1A). By the same token, alleles 1 and 4 have 
six mutational  differences, and alleles 1 and 6 have 
seven. 

As mentioned  earlier, the second vector records the 
times of occurrence of mutations, each element  rep- 
resenting the time in N generations.  For  example, 
alleles I and 2 above  had vectors V = (64.4,  54.8, 
26.4, 0, . . .)and V = (64.4,  54.8, 26.4, 9.6, 0, . . .), 
respectively. Hence, allele 2 was derived 9.6N  gener- 
ations  ago  from allele 1. Allele 1 was  in turn derived 
from allele (1,1,0, . . .) 26.4N  generations  ago,  though 
this allele was lost from  the  population by genetic  drift 
or mutation (see Figure 1A). Furthermore, it is seen 
that allele (l,l,O, . . .) was derived  from ( l , O ,  . . .) 
54.8N generations  ago. On  the  other  hand, allele (1,2, 
. . .), which also originated  from  (1 ,O . . .), had vector 
(64.4,  51.2, . . .). The most recent  common  ancestor 
for allelic  classes (1,1, . . .) and (1, 2, . . .) must have 
existed 54.8N generations  ago so that  the  divergence 
time between alleles (1,  1, . , .) and  (1, 2, . . .) is placed 

at 54.8N  generations  ago. We can thus  draw  the 
genealogy of alleles 1, 2, and  the  group of alleles 3 to 
6 as given  in Figure 1 A. Note  that  the  present  method 
for describing allelic genealogy also allows  us to  record 
every mutational  change in  all  allelic lines. To exam- 
ine the steady-state allelic genealogy, most of the 
observations were made  after  1000/(4Nv) or 10,000 
generations, whichever was larger, since the  start of 
the simulation. This time  length  appeared to be suf- 
ficient for  the steady state to be  reached.  In  fact,  the 
original allele had  never been found by this time in 
all replications. This simulation required  a  large 
amount of computer  time, so that  the  number of 
replications used was 20 in  most  cases. For our pur- 
pose, this was sufficient (see Table  l). 

In this simulation we used the U and V vectors for 
every allele in the population in  all generations until 
the allele was lost from  the  population. In  addition, 
we had to use a  large  number of pseudorandom 
numbers  to simulate the stochastic change of allele 
frequencies. Because  of the large  computer memory 
and time  required, we were forced to use a relatively 
small population size. However, stochastic theory of 
population genetics tells us that  the dynamics of genes 
in finite populations is determined mainly by M = 4Nv 
and S = 4Ns. In the case  of overdominant selection, 
the population dynamics of genes is somewhat com- 
plicated,  but the steady-state distribution of  allelic 
frequencies is determined by M and S as long as the 
expected heterozygosity is high as in the present case 
(YOKOYAMA and NEI 1979). We therefore used N = 
50,  100,  200, s = 0.048, 0.33, 0.5, and v = 0.00001, 
0.0001, 0.01,  though  not all the  combinations of N ,  s 
and v were  examined. All simulations were started 
with a  monomorphic population fixed for  a  particular 
(original) allele. 

As mentioned  earlier, we examined five quantities, 
ie., T,, Td, H,  n, and a. The rate of codon  substitution 
(a)  was measured by recording  the  number of muta- 
tions per gene  that  accumulated during a given du- 
ration  time, T. This  number divided by T was an 
estimate of CY. All the above  quantities were first 
studied  for  neutral  mutations,  where analytical solu- 
tions are available for  the  expectations of three of the 
five quantities. They  are: 

E ( H )  = M/(1 + M ) ,  

E(n,) = M / ( M  + j - 1) (2) 
n- 1 

j= 1 

E(a)  = u,  

where n is sample size (see KIMURA and CROW 1964; 
KIMURA 1968; EWENS 1972). 

In the case of overdominant selection, there  are 
also fairly extensive analytical studies on  the allele 
frequency  distribution (or  spectrum)  from which one 
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can compute E ( H )  and E(n,) (WRIGHT 1939; FISHER 
1958; KIMURA and  CROW 1964; EWENS 1964; 
WRIGHT 1966; WATTERSON 1977; LI 1978; YOKOY- 
AMA and NEI 1979). When H is high,  the  distribution 
is approximately given by 

@(x) = Ce""(1 - X ) ~ - ' X - ' ,  (3) 

in  which S = 4Ns/(l - sJ), B = M + S(l -J)/(l - SJ), 
J[=1 - E ( H ) ]  and C is a  constant such that J A  @(x)x 
d x  = 1 (YOKOYAMA and NEI 1979). However, since J 
itself is a function of S and B (YOKOYAMA and NEI 
1979), C and J cannot be determined directly from 
(3). We therefore  determined C and J by using an 
iteration  method  starting with arbitrary initial values 
of C and J ,  notingJ = J,!, @(x)x 'dx .  We terminated this 
iterative  computation when the  difference in J be- 
tween two iterations became less than lo-'. Once  the 
final  values  of C and J were obtained, E ( H )  was given 
by 1 - J, and E(n,) = Si,,, @(x)&, where n is the 
number of genes sampled. In  the  present  study, we 
sampled all genes in the  population, so that n was 2N. 
We  used the theoretical values  of n, and H thus 
obtained to check the accuracy of our computer sim- 
ulations. 

It should be  noted  that when there  are k alleles at  a 
locus and symmetric overdominance  operates, the 
deterministic  change of the  frequency (xi) of the ith 
allele per  generation can be written as 

where J = $1 x,' and  the effect of mutation is 
neglected (WRIGHT 1969). This indicates that when- 
ever x, is smaller than homozygosityJ, it increases and 
eventually reaches J .  

Results of simulations 

Neutral  mutations: Before  performing simulations 
for  the selection models, we checked our computer 
program by comparing results with the theoretical 
expectations for  neutral alleles and  at  the same time 
generated  the allelic genealogy for  neutral alleles (not 
gene genealogy). The means of H ,  n,, T,, Td, and CY 
for all replications are  presented in the rows  of Ns = 
0 in Table 1. In this table, F, and F d  represent  the 
conditional mean coalescence time and  the average 
pairwise divergence  time, respectively, excluding the 
case  of population monomorphism, and  are expressed 
in units of N generations, whereas a! is in units of v so 
that & = 1 for  neutral  mutations.  Table 1 indicates 
that 8, n,, and 6 for  neutral alleles are in fairly good 
agreement with the  theoretical predictions from (2), 
though  the  number of replications used is rather 
small. 

Table 1 shows that when M is small the mean 
coalescence time of different alleles (T,) is much 

smaller than  the coalescence time (7) of randomly 
sampled genes. Note that in the present case n = 2 N ,  
and  thus 7 4N generations  from Equation 1. (We 
did  not evaluate T, for  neutral alleles for  the case of 
M = 0.004 because the population was monomorphic 
most  of the  time and it required  a  large  amount of 
computer  time  to  obtain  a reliable estimate.) The 
small value of T, when M is small is of course due  to 
the fact that many  new mutant alleles are quickly 
eliminated  from  the  population and only one  out of 
2N mutants is fixed in the  population. 

As M increases, however, T, increases, and  thus w e  
obtain Tc = 3.1N generations when M = 4. This is still 
smaller than t but indicates that the coalescence time 
of neutral alleles can be  quite  long when M is large. 
Nevertheless, Tc is always smaller than t. The reason 
for this is that Fc refers  to  the time at which the second 
oldest allele was derived by mutation  from  the oldest 
allele existing in a sample, whereas 7 refers to  the 
oldest event of gene splitting by reproduction  whether 
the  resulting two genes are  the same allele or not. 

Figure 2 shows one of the allelic genealogies ob- 
tained in our  computer simulation for  the case  of M 
= 4. Since the mutation rate is very high in this case, 
many  alleles are maintained in the  population without 
selection. The number of codon  differences between 
different alleles is also substantial. However,  the Fc 
value is about 3.1N generations and thus is still smaller 
than  the tvalue. 

As mentioned  above, T, is a conditional coalescence 
time, given that  the  population is polymorphic. By 
contrast,tis  the absolute coalescence time. Therefore, 
if we consider the absolute coalescence time including 
the events of monomorphism, it becomes much lower 
than  the value in Table 1 when M is low since the 
probability of monomorphism (PM) is given by qM 
(KIMURA 197 I ) ,  where q is l/n. For  example, when 
M = 0.04 and n = 200, we have PM = 0.81. Therefore, 
the absolute coalescence time will be 0.29N genera- 
tions, since (1 - P M )  X T, = 0.19 X 1.5 = 0.29. 

Another  important aspect of T, is its distribution. 
Although T, is quite  large when M is large, T,  widely 
varies from replication to replication. In  the case  of 
M = 4, T,  ranged  from  a small value to 8.8N genera- 
tions (Figure 3A), though only 100 replications were 
examined. Comparison of this distribution with that 
of the coalescence time of random  genes ( t )  (Figure 
3B) indicates that  both  distributions are somewhat 
similar to each other, though the  former has a smaller 
mean and  a smaller variance. 

Td in Table 1 is the average  divergence  time be- 
tween alleles for all pairwise comparisons,  excluding 
the case of monomorphic populations. Interestingly, 
Td is nearly independent  of M .  Of course, if  we com- 
pute 7, including  monomorphic loci, it will be an 
increasing function of M .  
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TABLE 1 

Stimulation results and theoretical values (in parentheses) of the quantities studied for the cases of neutral alleles and symmetric 
overdominance 

0.004 0 - (0.004) - (1.0) - - - (1 .O) 
33 0.698 f 0.016 (0.708) 3.6 f 0.2  (3.7)  387.0 f 68.7  266.0 f 43.4  10.8 f 1.0 

100* 0.813 f 0.005  (0.820)  5.9 +. 0.2  (6.0)  468.0 f 55.3 31 1.0 k 36.4 10.2 f 0.5 

0.04 0 0.056 k 0.033  (0.038) 1.3 f 0.1 (1.2)  1.5 k 0.5 1.4 f 0.5  0.8 f 0.2 ( 1  .O) 
4.8  0.395 f 0.045  (0.469) 2.2 f 0.2  (2.3) 10.2 k 2.2 8.9 f 2.0 

33 
3.7 f 0.2 

0.755 f 0.009 (0.756) 4.8 f 0.3  (4.7) 50.9 f 6.4 32.3 f 4.1 6.2 f 0.3 
100* 0.843 f 0.003  (0.848) 7.2 f 0.2 (7.5) 80.6 k 7.7 51.6 f 4.7 7.7 k 0.4 

0.4 0 0.216 +. 0.052 (0.286) 2.5 f 0.3 (3.1) 1.4 & 0.4 1 . 1  f 0.3 0.9 2 0.1 (1.0) 
4.8 0.569 f 0.045 (0.635) 4.4 f 0.3  (4.4) 10.0 f 2.2 5.9 i 1.2 2.1 f 0.1 

100* 0.877 f 0.002 (0.883) 10.9 2 0.2 ( 1  1.2) 19.3 f 2.5 10.8 k 1.3 4.3 f 0.2 
33  0.814 f 0.005 (0.818) 7.3 f 0.2  (7.5)  13.2 f 1.4 7.9 f 0.8  3.3 k 0.2 

4.0 0 0.801 f 0.014 (0,800) 15.0 2 0.7  (16.2) 3.1 f 0.5 1.6 +. 0.3 1.0 f 0.1 (1.0) 
100* 0.924 f 0.002 (0.929) 25.0 f 0.6  (24.2) 4.9 f 0.02 2.8 f 0.1 2.0 f 0.1 

H ,  mean  heterozygosity; r i a ,  mean number of alleles in the sample; Fc, mean  coalescence time  for  different alleles sampled,  excluding 
tllonomorphic cases; Td,  mean  of the  average  divergence time  between alleles for all pairwise comparisons, excluding  the  monomorphic cases. 
T,  and T,, are  measured in N generations. ?x, mean rate of condon  substitution. The  numbers  after  the f sign are  the  standard  errors of the 
111em1 values. ’$1 = 4Nv. N = 100 except  for  the case with * where N = 200. Data are  from 20 replications. 

I 

FIGURE 2.-Allelic genealogy for  neutral alleles. The  - symbol 
denotes  the  occurrence of  a mutation. N = 100, M = 4, Ns = 0.  

Symmetric overdominance: In the presence of  ov- 
erdominant selection the average heterozygosity and 
the  number of  alleles per locus increases substantially, 
as was shown by the previous authors (e .g . ,  KIMURA 
and  CROW 1964; EWENS 1964; MARUYAMA and NEI 
1981). As expected, Fc also increases dramatically as 
Ns increases. For example, when M = 0.04, the Fc 
value for Ns = 100 is 54 times higher  than  that  for Ns 
= 0. Note  that when Ns 2 33, the probability of the 
population being monomorphic is virtually 0. There- 
fore, T, is essentially the  absolute coalescence time. In 
general,  for  a given value of Ns, F,  is higher when M 
is small than when M is large. This is because in the 
presence of a high mutation rate  the  rate of allelic 
turnover increases. When  the  mutation rate is low, a 
particular set of alleles may be  maintained in the 
population  for  a long time even if genetic  drift  oper- 
ates in each generation. 

In general,  however, the  number of allelic lineages 
maintained for a  long  evolutionary  time is relatively 

small, as will be seen from  the examples in Figure 1, 
A and B. The  other allelic lineages are relatively short- 
lived. In the example of Figure lB, the coalescence 
time of the six alleles sampled is about 900N genera- 
tions. Even the second and  third oldest lineages di- 
verged  more  than 600N generations ago. By contrast, 
the  remaining three allelic divergences occurred 
within the last 35N generations. 

Figure 1B shows that in the presence of overdomi- 
nant selection polymorphic alleles (allelic lineages) 
may persist in the  population  for  an  extremely  long 
time. The average heterozygosity of protein loci  in 
rodents suggests that  the long-time effective popula- 
tion size is probably of the  order of IO5 (NEI and 
GRAUR 1984). If there  are two generations in a year 
in rodent populations in nature, 600N generations 
would correspond to  about 30 million years. One can 
therefore easily explain the  shared polymorphism at 
the MHC loci between mice and rats  mentioned  ear- 
lier.  Of  course, T,  varies greatly from replication to 
replication, as in the case of  neutral alleles. However, 
the mean T,  is sufficiently large to explain the persist- 
ence of polymorphic alleles observed in rodents  and 
primates if M is relatively small and Ns is large  (Table 

One might notice that when T,  is large (e.g., the 
case  of M = 0.004 and Ns = 100) li, tends to be small 
in Table 1 and  that  the  number of alleles observed at 
an MHC locus is generally about 10 or larger in 
human and mouse populations. However, li, and Tc 
can both  be increased if  we increase N and Ns in our 
computer simulation. For  example, in a  separate com- 
puter simulation with N = 500, M = 0.004,  and Ns = 
250 (one replication), we obtained n, = 10 and T, = 

1). 
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1052N. Therefore,  there is no problem in explaining 
the observed levels  of nu and T,  by overdominant 
selection. In  practice, N is probably of the  order of 
lo‘,  as mentioned above. Therefore, even if s is as 
small  as 0.0 1, Ns  can be 1000. 

The average  divergence  time between alleles ( F d )  is 
always a little smaller than F,, but  the two quantities 
are highly correlated. F d  also varies greatly from  rep- 
lication to  replication,  but  the variance of this distri- 
bution is smaller than  that of T,  (data  not shown). 

Our results concerning the  rate of codon substitu- 
tion (a) are similar to those of MARUYAMA and NEI 
(1 98 1). (Overdominant selection enhances  the rate of 
codon substitution, because a new mutant allele is 
almost always  in heterozygous condition and thus 
enjoys selective advantage  over  more  common alleles 
which would exist in both heterozygous and homozy- 
gous condition.) When M is small, 6 is much greater 
than  that  for  neutral  mutations,  but as M increases, 
the substitution rate for  a given Ns value declines. 
Part of the reason is that as M increases heterozygosity 
( H )  increases and  that when H is very high, most 
individuals are nearly equally fit so that  the  rate of 
gene  substitution becomes similar to that of neutral 
mutations. 

Asymmetric  overdominance: MARUYAMA and NEI 
(1981)  already showed that when the fitness of a 
homozygote varies from  genotype (AiA,) to genotype 
(AJAj) but  the mean s value remains the same, the 
average heterozygosity is a little smaller than  that  for 
the case  of symmetric overdominance  (the same selec- 
tion coefficient for all homozygotes) but  that  the  rate 
of codon substitution remains nearly the same. We 
conducted  a small-scale simulation for this case to 
examine how Fc and T d  are affected by asymmetry of 
overdominance. Our scheme of selection was some- 
what different  from MARUYAMA and NEI’S. We as- 
sumed that all heterozygotes have fitness 1, whereas 
the fitness of a given homozygote (AJ,) is given by 1 
- si. We determined si by choosing a  random  number 
that was uniformly distributed between a and b (0  S 

(T,) and  the coalescence  time for sam- 
pled genes ( t )  for  the case of neutral 
genes. (A) is for Tc and (B) is for 1. N 
= 100, M = 4. All genes in the pop- 
ulation  were sampled. 
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TABLE 2 

Simulation  results for asymmetric overdominant  selection 

R 

0.790 
0.734 
0.844 

0.680 
0.531 
0.750 

0.489 
0.238 
0.716 

e,, 
5.4 
4 
8 

3.7 
3 
5 

2.5 
2 
5 

- 
7‘ T d  a 

61.6 39.2 6.5 
17.7 17.2 3.9 

123.0 75.2 10.6 

88.7 52.4 2.6 
32.0 24.0 1.1  

123.0 90.4 4.3 

68.8 58.8 2.4 
16.6 16.6 1.2 

117.0 117.0 4.7 - 
The rows (a) and (b) represent  the minimum and maximum 

values observed in a simulation with 10 replications. M I 4Nv = 
0.04; N = 100. 

a Selective  disadvantage of homozygotes of a particular allele was 
determined by choosing a uniform random  number which is dis- 
tributed between the  range specified in this column. 

a, b < l),  so that  the mean s value was S = (a + b) /2 .  
In  the  present  paper we considered only the case  of S 
= 0.5, and  the  number of replications examined was 
10 for each case. 

The results of our simulation are presented in Table 
2. It is clear that as the  difference b - a increases, 
both i? and r ia  tend  to decrease in conformity with 
MARUYAMA and NEI’S earlier results but  not to a  great 
extent. By contrast, T, and ?;d tend  to increase with 
increasing value  of b - a. This increase is of course 
expected to  occur, because with asymmetric overdom- 
inance a  particular set of  alleles  may maintain a highly 
balanced polymorphism, whereas others  are elimi- 
nated quickly from  the  population (ROBERTSON 1962). 

FREQUENCY-DEPENDENT  SELECTION 

Pathogen  adaptation  model: Before the function 
of MHC molecules was clarified at  the molecular level, 
several authors (e.g. ,  SNELL  1968; BODMER 1972) spec- 
ulated that MHC alleles generate  heterozygote dis- 
advantage in association with infectious diseases and 
that in order  to maintain a high level  of polymorphism 
some kind of frequency-dependent selection is neces- 
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sary. One of the frequency-dependent selection 
models suggested at  that time was the  pathogen  ad- 
aptation model (SNELL  1968; BODMER 1972).  This 
model is based on  the assumption that host individuals 
carrying new antigens, which have arisen recently by 
mutation, will be at  an  advantage because viruses will 
not yet have had the time to  adapt  to  infecting  the 
cells carrying  a new antigen.  This will therefore gen- 
erate a  form of frequency-dependent selection (or 
time-dependent selection), in  which a  mutant MHC 
allele initially has a selective advantage  compared with 
an old allele but  the  advantage gradually declines with 
time. 

We simulated this form of selection assuming that 
the selective advantage (s) over  an old allele declines 
exponentially in each generation ( t )  with a rate of r ,  
ie., s = see+, where so = 1 was assumed. This  form of 
selection was assumed to  occur  for each allele inde- 
pendently. Thus,  the fitness of a zygote was the  prod- 
uct  of the fitnesses of the two genes involved. The 
other  parts of the simulation method were identical 
with those for  overdominant selection. Strictly speak- 
ing, this model is not  frequency-dependent selection, 
because s does  not  depend on  the frequency of the 
mutant allele. However,  the selective advantage of a 
mutant allele gradually declines with time, as many 
immunologists suggested. 

In this pathogen  adaptation  model,  a new mutant 
allele at  an MHC locus initially has a selective advan- 
tage  over old alleles, so that  the  rate of incorporation 
of mutant alleles into  the  population increases. This 
suggests that in the presence of pathogen  adaptation 
average heterozygosity, the  number of alleles, and  the 
rate of codon  substitution will increase compared with 
those for  neutral alleles. Table 3 shows that  and 72, 
indeed  tend to be larger  for this model than  for 
neutral alleles (compare the results with the  neutral 
expectations with the same M value in Table l) ,  but 
the  extent of the increase is small. The a! value for 
the pathogen  adaptation model is also higher  than 
that  for  neutral alleles, but  the value is again not as 
high as  in the case  of overdominant selection. The 
effects of pathogen  adaptation  on 7, and F d  are some- 
what different  from those on B and r ia .  The 7, and 
F d  values are slightly higher  than  those  for  neutral 
alleles when the  rate of change ( r )  in selection coeffi- 
cient is large but become smaller when r is small. This 
reflects the fact that when r is small, the  mutant allele 
retains  the selective advantage  for  a  long  time and 
thus the  rate of turnover of alleles increases. In any 
event,  the  pathogen  adaptation model is not  an  appro- 
priate model to explain MHC polymorphism, as  pre- 
dicted by HUGHES and NEI  (1988). 

Minority  advantage: A popular model of fre- 
quency-dependent selection is minority advantage, in 
which a  genotype has a selective advantage  over  others 

whenever it becomes rare in the  population  (WRIGHT 
and DOBZHANSKY  1946; CLARKE  1976).  This model 
has been developed primarily for  a  pair of  alleles at a 
locus but can be extended  to  the case of multiple 
alleles. One way to  extend  the model is to assume that 
the fitness of genotype A,A, is given by (1 - sxi)(l - 
sxj), where x; and x, are  the frequencies of alleles A ,  
and A,. In  a  randomly mating population, the  frequen- 
cies  of genotypes A,Ai and A,A, are given by x12 and 
2x,xj, respectively. Therefore, in the absence of mu- 
tation and genetic drift,  the frequency (xi’) of allele Ai 
in the  next  generation is given by 

x;’ = ( x :  - sxi2 - sxJ ) / rn ,  ( 5 )  

where J = Xlx;, and rn is the mean fitness given by 
= 1 - sJ.Therefore,  the  expected  change of allele 
frequency  per  generation is 

ax = x.’ - x .  = - Sxi(xt - J )  
l - S J  (6) 

Equation 6 is identical with the gene  frequency  change 
[Equation 41 under  overdominant selection. This 
means that  the model of minority advantage consid- 
ered  here produces  the same effect on the population 
dynamics of alleles as that of overdominant selection 
and  that it is capable of explaining  the  high degree of 
polymorphism and  the long persistence of polymor- 
phic alleles at  the MHC loci. Therefore, mathematical 
study alone  cannot distinguish between this model 
and  the  overdominance  model. To distinguish be- 
tween these models, we must consider biological as- 
pects (see DISCUSSION). 

Molecular mimicry: In the above two models, we 
considered polymorphism only for  the host popula- 
tion.  However, if we assume that  pathogen  adaptation 
to a new host allele is accomplished by mutations  that 
occur at a parasite locus, we must consider the allelic 
variation on  both host and parasite sides. This is 
particularly so in DAMIAN’S (1964,  1987) model of 
molecular mimicry, in  which a parasite gains resistance 
to  the host immune system by generating  a parasitic 
peptide  that mimicks the host MHC molecule. DAM- 
IAN (1  964)  considered  a polysaccharide as an antigenic 
substance,  but in the  context of MHC polymorphism 
we must consider the antigen  recognition site (ARS) 
of the MHC molecule. One way to study this problem 
is to use the model given in Table 4. In this model we 
consider a series of MHC antigenic states ( A l ,  A Z ,  ..., 
A K )  that  are  generated by changes in amino acids in 
the ARS. For simplicity, we assume that mutation 
occurs stepwise from Ai to Ai + 1 or A, + 1 to A, with 
a rate  of v per generation in the same manner as that 
of OHTA and KIMURA’S (1973) stepwise mutation 
model. This model seems to be reasonable if the 
structure of the ARS changes slightly by each amino 
acid substitution and  the original structure can be 
restored by  back mutation. 
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TABLE 3 

Simulation results for pathogen adaptation model 

0.04 10 0.036 f 0.0?5 I . ?  f 0.1 1.9 f I . ?  1.9 * I .?  1.4 f 0.1 
1 0.070 f 0.030 1.4 f 0.1 1.4 f 0.8 1.4 f 0.8 1.7 f 0.1 
0.1 0.035 * 0.02 1 I . ?  -c 0.1 0.4 f 0.2 0.4 -c 0.2 1 ..5 f 0.1 

0.4 10 0.340 f 0.048 3.6 f 0.3 4.2 f 1.4 2.6 f 0.7 1.4 f 0.2 
1 0.360 f 0.0.51 3.1 f 0.4 ?.? f 0.6 1.6 f 0.4 I .7 * 0.2 

" s = e"': Selective advantage of it new tnutant allele that  appeared t generations  ago. M = 4Nu, where N and v are  the effective  population 
silt. ;tnd tllc mut;ttiotl rate, respectively. N = 50. Data from 20 replications. 

TABLE 4 

Fitnesses of host and parasite genotypes  (haploid  model) in the 
molecular mimicry model 

t l 1 N  A I A, A ., A4 - Mean 
'11'ISlfr X I  XP X1 x4 - ( P )  p .  .. ' 

B l y l  (HI 1 - 9 3  1 1 
( P )  1 + t x ,  1 1 1 -  1 + t X 1 2  

( P )  1 1 + 1x.L 1 1 -  1 + txn' 

(1') 1 1 1 + tx:, 1 - 1 + tX,,Y 

(1') 1 1 1 1 + tx'l - 1 + tX4Y 

1 -  

BZyA ( H )  1 1 - syn 1 1 -  

B,l y3 ( H )  1 1 1 - sy:{ 1 - 

B . 1  y'l (HI 1 1 1 1 - $y4 - 

" - - - " _  
h1c;ul 1 - sy,? 1 - sy22 1 - sy3Y 1 - sy42 - - 

(H) 

x, and y, are  the frequencies of the  ith host and ith parasite alleles, 
rt.\pc( t ively.  

On the parasite side, we also consider a series of 
alleles (B1, B', ..., BK), whose products are responsible 
for molecular mimicry. We assume that molecular 
mimicry occurs when the  product of a  particular allele 
mimicks the ARS of the MHC molecule of a host allele 
and that there is one  to  one  correspondence between 
the host and parasite alleles when  mimicry occurs 
(Table 4). The parasite allele participating in the 
mimicry  has a selective advantage over other parasite 
alleles, whereas the host allele (antigenic state) has a 
selective disadvantage in comparison to other host 
alleles. We assume that  the selective advantage in the 
parasite and  the selective disadvantage in the host are 
frequency-dependent and  are given by tx ,  and - syi 
respectively for  the  ith pair of alleles, where t and s 
are constant (0 < t ,  s l),  and x ,  and yi  are  the relative 
frequencies of the ith host allele and  the ith parasite 
allele, respectively. We also assume that  mutation 
occurs stepwise between B, and B, + 1 with a rate of p 
per  generation as  in the case  of host alleles (antigenic 
states) and  that  the  number of  allelic states is the same 
( K )  as that  for  the host. In practice, the  generation 
time  for  the parasite is generally much shorter  than 
that  for  the host. So, we measure  both selection coef- 
ficient and mutation rate  per host generation. 

Note  that  the  above model is a haploid model and 

is similar to SEGER'S (1988) for  the polymorphism 
generated by host-pathogen interaction. SEGER, how- 
ever,  studied  the dynamics of  allelic frequency 
changes in infinite host and parasite populations, ne- 
glecting the  mutation in the host. In this paper we are 
interested in H ,  n,, T,, T d ,  and (Y in finite populations. 
However, it is instructive to know the deterministic 
changes of allele frequencies in the host and parasite 
populations. In  the absence of mutation,  the  fre- 
quency changes of the  ith host and  the  ith parasite 
alleles (Ax, and Ay,, respectively) are given by 

Ax, = 
jxjyj '  - y,') 

tya(x,' - z j x j ' y j )  

1 - s jxjyj '  ' 

Ay, = 1 + t Z jyj' ' 

An  analysis  of  local stability similar to  that  con- 
ducted by SEGER (1 988) shows that the above  genetic 
system is unstable. However, SEGER'S study suggests 
that in the presence of mutation  the equilibrium allele 
frequencies may become locally stable depending  on 
the combination of parameter values ( t ,  s, K ,  u and v ) ,  
though  the allele frequency  changes in the host pop- 
ulation are very chaotic for K 3 3. In finite popula- 
tions, such a local stability is disturbed by genetic drift, 
but  the existence of the local stability suggests that 
the  extent of polymorphism is enhanced by the above 
genetic system. 

It  should be  noted  that  the stepwise mutation model 
representing the antigenic  state of an allele was used 
only for selection (molecular mimicry), and  the history 
of alleles was recorded by the infinite-site model, as 
mentioned  earlier. The antigenic  state of a host allele 
was represented by vector H, which, for  example,  had 
a  form of (0, 1, 0, 0, ...) for allele A2. That is,  when 
the antigenic  state of an allele was i, the  ith  element 
of this vector  had value 1 and all other elements had 
value 0. When a  mutation  occurred  from A2 to AS, H 
changed  from (0, 1, 0, 0, ...) to (0,  0, 1, 0, 0, ...). In 
this way, the antigenic states of  all  alleles were re- 
corded. The number of antigenic states considered 
was either 20 or 50, and a  circular  state model was 
used. 

Vector H is clearly insufficient for  recording  the 
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TABLE 5 

Simulation  results for frequency-dependent selection-molecular mimicry model 

U U K R n, T, T d  iu 

5 x 10-i 5 x 10" 20  0.01  1 f 0.007 1.2 f 0.1 0.02 f 0.04 0.02 f 0.04  115.0 f 0.5 
5 x 20  0.613 f 0.014 3.0 f 0.1  92.3 f 11.8 67.1 f 8.6 2.8 f 0.1 
5 X 10" 50  0.625 f 0.096 3.3 f 0.3 99.8 & 16.5 71.7 f 11.2 3.1 f 0.2 

5 x 1 0 "  5 x 10"' 20  0.586 f 0.024 4.6 f 0.2 4.0 f 0.6 2.7 f 0.4 7.4 f 0.3 
5 x lo-? 20  0.670 f 0.015 5.1 f 0.2 20.5 ? 2.7 12.1 f 1.4 2.4 f 0.2 

5 x 1 o-'l 5 x 10" 20  0.839 f 0.01  1 18.5 f 0.8 12.0 k 1.4 5.2 f 0.6 1.4 f 0.0 
5 X 50  0.816 & 0.013 18.2 k 0.7 12.1 f 1.9 6.4 f 1.0 1.4 f 0.0 

5 X 10" 50  0.715 f 0.011 5.5 f 0.3 26.0 f 3.2 15.2 f 2.0 2.3 & 0.2 

v ,  mutation  rate  for  the host locus; u ,  mutation  rate for the parasite locus; K ,  number of antigenic states (circular model); N = 200; Ns  = 
i v t  = 100. D a t a  from 20 replications. 

history of each allele, because different alleles with 
the same antigenic  state may have different histories. 
Since we are interested in the persistence of  allelic 
lineages, we must record  the history of each allele. 
Distinction between different alleles within the same 
antigenic  state is also necessary for  computing 8, ii,, 
and a!. Recording the history of alleles was conducted 
by using vectors U and V previously mentioned. 
Therefore,  the  property of a host allele was described 
by three vectors, U, V and H. 

T o  facilitate computer  simulation, we assumed that 
the population dynamics of parasite alleles are  deter- 
ministic. We represented  the  frequency of the  ith 
allele by the  ith  element of vector P, the sum of  all 
elements in the  vector  being 1. We did  not use vectors 
U and V for  the parasite population because we were 
not  interested in the history of parasite alleles. 

The diploid-equivalent host population size was as- 
sumed to be 200 (400 genes), and s = t = 0.5 was 
used. Since the  frequency of antigenic  state i in the 
host population could easily be  computed  from H 
vectors and  the allele frequencies in the parasite pop- 
ulation were known, selection and sampling of host 
individuals for  the  next  generation were conducted as 
described  before by using the selection scheme in 
Table 4. The parasite population in the  next  genera- 
tion was determined deterministically as mentioned 
above by considering  both  mutation and selection. 

Table 5 shows the results of computer simulation 
for  the molecular mimicry model. As expected  from 
SEGER'S (1988)  deterministic analysis of allele fre- 
quency changes, the  extent of polymorphism ( H )  is 
high when u > v and u is high. Particularly when v = 
5 X and u = 5 X both H and n, are very 
high. In this case, however, T, and a! are  too low to 
explain the  general  pattern of MHC polymorphism. 
When v = 5 X and u = 5 X lo-', Li is sufficiently 
high to explain the  accelerated nonsynonymous nu- 
cleotide  substitution in the ARS. However, Fc and Fd 
are still too small to explain the long-persistence of 
polymorphic allelic lineages at MHC loci. When v = 
5 X and u = 5 X Fc and a! are  both  quite 
high,  but ii, and 8 are now too small. 

These results indicate  that  the molecular mimicry 
model is  less satisfactory than  the  overdominance 
model for  explaining MHC polymorphism. However, 
it might be possible to have more  appropriate values 
of 8, ria,  T,, T d  and a! by exploring  different sets of 
parameter values. For  example, Hand ii, can probably 
be increased by increasing N ,  Nu, and Ns, though it is 
not easy to simulate this case. Thus, from the mathe- 
matical point of view alone,  the molecular mimicry 
model cannot  be  ruled  out. The problem is therefore 
whether this model is realistic or not  from  the biolog- 
ical point of  view. This problem will be discussed in 
the next section. 

DISCUSSION 

We have shown that  overdominant selection can 
maintain polymorphic allelic lineages for  a  long  time 
and thus it is a sufficient explanation  for  the trans- 
specific polymorphism (KLEIN 1987) observed in ro- 
dents  and primates. When polymorphic alleles are 
maintained in a  population  for  a long time, allelic 
divergence  naturally  occurs by accumulation of mu- 
tations. Therefore,  the large  number of amino acid 
(nucleotide)  differences observed between different 
alleles in mice and humans can also be  explained by 
overdominant selection. Furthermore,  overdominant 
selection is capable of explaining  the high level  of 
heterozygosity and  the  rate of nonsynonymous nu- 
cleotide  substitution  higher  than  that of synonymous 
substitution at  the ARS  of MHC genes (MARUYAMA 
and NEI 1981). Therefore,  the overdominance hy- 
pothesis is a legitimate explanation, as emphasized by 
HUGHES and NEI (1  988,  1989). 

Previously, KLEIN (1987) suggested that  the  trans- 
specific polymorphism observed in rodents  and pri- 
mates might be explained by neutral mutations. The 
present study clearly indicates that this explanation is 
not valid. The mean coalescence time  for  neutral 
alleles is too small to explain the trans-specific poly- 
morphism in mice and primates, since it is always 
smaller than 4 N  generations. The long-term effective 
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population size  in rodents is probably of the  order of 
lo5, as mentioned  earlier. Therefore,  the expected 
allelic coalescence time is less than  about 4 x lo5 
generations or 2 X lo5 years. This is much smaller 
than  the observed value (at least 10 million years). In 
humans and apes, the  long-term N and  the  long-term 
generation time seem to be about lo4 and  15 years, 
respectively (NEI and  GRAUR  1984).  Therefore,  the 
expected coalescence time for  neutral alleles is less 
than  about  600,000 years. This is again much smaller 
than  the time of divergence  (about 7 million years 
ago; see SIBLEY and AHLQUIST 1984) between humans 
and chimpanzees, which share  the same pairs of MHC 
allelic lineages. 

The possibility  of overdominant selection at MHC 
loci was first suggested by DOHERTY and  ZINKERNA- 
GEL (1 975).  They speculated that since different MHC 
molecules recognize different  foreign  antigens,  a  het- 
erozygote having two different MHC molecules 
should be more resistant to infectious diseases than  a 
homozygote having one type of MHC molecule. Using 
X-ray crystallography, BJORKMAN et al. (1  987) showed 
that  the  antigen  recognition site (ARS) of MHC class 
I molecules forms  a  groove composed of 57  amino 
acid residues. This groove is believed to hold a  foreign 
processed peptide, which is generally 10  to  30  amino 
acids long (e .g . ,  REDDEHASE, ROTHBARD and KOSZIN- 
NOWSKI 1989;  BRACIALE et al. 1989).  It is known that 
MHC polymorphism is mainly caused by variation in 
the  amino acid sequence of the ARS and  that  different 
allelic products recognize different  foreign  peptides. 
(Strictly speaking, an allelic product recognizes a 
group of foreign  peptides  sharing the same structural 
motif;  SETTE et al. 1988). Examining the rates of 
synonymous and nonsynonymous nucleotide substi- 
tution,  HUGHES  and  NEI  (1988) showed that positive 
Darwinian selection occurs at  the ARS. Therefore, 
there  are ample biological data  to  support  the over- 
dominance hypothesis. 

We have seen that  the model of minority advantage 
considered  here  produces essentially the same pattern 
of genetic polymorphism as that  for  overdominant 
selection. Therefore,  from  the mathematical property 
alone, we cannot distinguish between the two models. 
However,  the model of minority advantage has some 
unreasonable  features. As mentioned  earlier, it is pos- 
sible that  a newly arisen mutant allele has a selective 
advantage  over old ones because there  are  no patho- 
gens adapted  to it. However, if an allele becomes old 
and again rare in the population, why does the allele 
regain a selective advantage, as  in the model of  mi- 
nority  advantage? It  seems to us that as the  frequency 
of the  mutant allele increases, its selective advantage 
disappears and its final fate is to disappear  from  the 
population by genetic  drift or selection (HOWARD 
1987). Nevertheless, this hypothesis cannot be ruled 

out  at  the  present  time, because there  are  no experi- 
mental data against it. 

NEI and HUGHES (1 990) recently suggested an ex- 
periment by which the two hypotheses may be distin- 
guished. It is to  examine  the fitness of a homozygote 
for  a  rare allele at a locus.  If minority advantage really 
occurs, this genotype  should have a  higher fitness than 
a  heterozygote  for  a  pair of common alleles. By con- 
trast, if the  overdominance hypothesis is correct,  the 
reverse would be true. I t  is hoped  that this type of 
experiment will be conducted in the  near  future. 

The biological  basis  of molecular mimicry at MHC 
loci is quite vague and highly speculative. According 
to this hypothesis, a parasite antigen may  mimick a 
host MHC antigen so that  the parasite carrying the 
antigen escapes the  attack by the  immune system  of 
the  host. This idea came  from  the  finding  that some 
microorganisms carry  antigenic substances that  react 
to  the  antisera of higher organisms. A  good  example 
is the presence of the antigenic substances (polysac- 
charides) of human A B 0  blood groups in bacteria 
(DAMIAN  1964).  In  the case  of MHC, however, there 
is no evidence that molecular mimicry has occurred 
(DAMIAN  1987). Some authors (e.g., SHER,  HALL  and 
VADAS 1978; SIMPSON et al. 1983)  reported  that par- 
asites may acquire host MHC antigens, but this is not 
the same phenomenon as molecular mimicry. Fur- 
thermore, it is not clear how often  the acquisition of 
host MHC antigens  occurs. 

If molecular mimicry really occurs for MHC mole- 
cules, its mechanism must be  entirely  different  from 
that of overdominant selection; it should be related to 
the tolerance  induction of T cells. It is known that  the 
immune system  of a host individual does  not recognize 
its  own MHC antigens as foreign molecules, because 
the T cells that  react to them are eliminated in an 
early stage of development (MARRACK and KAPPLER 
1987).  Therefore, if a parasite antigen mimicks a host 
MHC antigen, it may escape the attack by the host 
immune system. In  practice, however, mimicking of a 
MHC molecule would not  be  a simple matter even if  
we consider only the ARS. Although  the ARS is 
composed of 57  amino acid residues in MHC class I 
molecules, these residues are distributed  over the c y 1  

and az domains of the molecule, each of  which has 
about  90  amino acids (BJORKMAN et al. 1987).  It seems 
therefore extremely difficult for  a parasitic antigen to 
mimick a MHC molecule and still to have its own 
function. 

It  should also be  noted  that MHC antigens are 
expressed only on cell surfaces and  that they recognize 
intracellularly processed peptides (KLEIN 1986). Since 
parasites (mostly viruses) enter  into a cell, their  anti- 
gens may be subject to intercellular processing even 
if the  antigen mimicks some MHC molecules. If this 
happens, some of the processed peptides may  now be 
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recognized by MHC molecules. (In  general,  the  num- 
ber of antigenic sites of a parasitic protein is small; 
BRACIALE et al. 1989). In this case, molecular mimicry 
will be no use for  preventing  the  attack by the host 
immune system. 

At any rate, in light of the  recent findings of the 
mechanism of the  function of MHC molecules, the 
molecular mimicry hypothesis does  not seem to be 
very realistic. Note also that our mathematical model 
of molecular mimicry is unrealistic in one  respect. 
According to our model, the MHC polymorphism in 
host organisms is maintained by the  presence of an 
equally high degree of antigenic polymorphism in 
parasites. In practice,  however, parasitic viruses such 
as the influenza virus A causing an epidemic in human 
populations are not really so polymorphic. Rather,  an 
epidemic  occurs because the invading virus is a new 
mutant  and is tolerant  to the host immune system. 
Once  an  antibody to  the virus is developed in  most 
individuals, the epidemic usually retreats quickly. This 
indicates that  the  extent of antigenic polymorphism 
in parasites in a given host population is very  low at 
any given moment of time and thus  the  degree of 
MHC polymorphism maintained by molecular mim- 
icry is likely to  be much lower than  that in our com- 
putation even if molecular mimicry really exists. 

It  should be  noted  that  there  are several other 
hypotheses for  explaining MHC polymorphism (gene 
conversion,  maternal-fetal incompatibility, mating 
preference,  etc.; see NEI and HUGHES 1990  for  a 
comprehensive discussion on this subject). In this pa- 
per we considered only the overdominance and  fre- 
quency-dependent selection hypotheses, because these 
are  the most contested hypotheses. As mentioned 
above,  there is ample evidence for  overdominant se- 
lection,  but we cannot  eliminate the hypothesis of 
frequency-dependent selection at  the present time. 

We thank AUSTIN HUGHES  for his comments.  This study was 
supported by research  grants  from  the National Institutes of Health 
and  the National  Science Foundation. 
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